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Overview
● Natural language processing (NLP) helps 

computers communicate with humans in 
their own language and scales other 
language-related tasks.

● NLP makes it possible for computers to 
read text, hear speech, interpret it, 
measure sentiment and determine which 
parts are important.
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What is Deep Learning ?
∙ A machine learning subfield of learning representations of data. 
∙ Exceptionally effective at learning patterns.
∙ Deep learning algorithms attempt to learn (multiple levels of) representation  by 
using a hierarchy of multiple layers.
∙ If you provide the system tons of information, it learns to respond in useful 
ways.

https://www.xenonstack.com/blog/static/public/uploads/media/machine-learning-vs-deep-learning.png
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Deep Learning for NLP: Autoencoders

● Learning good representations lies at the core of Deep Learning (DL)
● Over the last few years, DL has made amazing advances in NLP
● Recently, autoencoders represent an alternative to contrastive 

unsupervised word learning
○ Are able to learn both linear and non-linear transformations

● Autoencoders can discover low-dimensional, less sparse, and robust 
features for classification
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Supervised AutoEncoder

● A supervised autoencoder (SAE) is an 
autoencoder with the addition of a supervised 
loss on the representation layer

● The addition of supervised loss to the 
autoencoder acts as a regularizer and results 
better representation for the desired task

● Although SAE have been tested on many image 
classification tasks, they have not been 
extensively tested on NLP tasks 

(Linear) supervised autoencoder
        (Image source: Lei et al. NIPS, 2018)

Deep supervised autoencoder
        (Image source: Lei et al. NIPS, 2018)7



Case 1 : Machine Translation

● Odia is an Indian language belonging to the Indo-Aryan branch of the 
Indo-European language family.

● Odia is one of 22 official languages of India and sixth Indian language to be 
designated as a Classical language. 

● There is a demand for English↔Odia machine translation system.

● There is lack of Odia resources, particularly parallel corpora.

● Existing few English-Odia corpora are small in size, cover few domains not 
very suitable for machine translation, which motivates us for OdiEnCorp 2.0. 
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Data Sources

Block diagram of the Corpus building process

● Data extracted from other 
online resources.

● Data extracted from Odia 
Wikipedia.

● Data extracted using Optical 
Character. Recognition 
(OCR).

● Data reused from existing 
corpora.
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Data Processing

● Extraction of plain text.
○ Python script to scrape plain text from HTML page. 

● Manual processing.
○ Correction of noisy text extracted using OCR-based approach. 

● Sentence segmentation.
○ Paragraph segmented into sentences based on English full stop (.) and Odia Danda (|) or 

Purnaviram.
● Sentence alignment.

○ Manual sentence alignment for Odia Wikipedia articles where text in two language are 
independent of each other.
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Final Datasize and Domain Coverage
● The composition of OdiEnCorp 2.0 with statistics for individual 

sources.

OdiEnCorp 2.0 parallel corpus details. Training, dev and test sets together

Literature

Government Policies
Daily usage learning 

General Domain (Wiki data) 

Bible, Literature, Government Policies 

General and Tourism Information 
Daily usage learning 

Daily usage learning 
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Baseline (Neural Machine Translation)

● Dataset
○ Removed duplicated sentence pairs and shuffled. 

● NMT Setup
○ We used Transformer model as implemented in OpenNMT-py.
○ Generated vocabulary of 32K sub-word type jointly for source and target language.
○ Train using single GPU (learning rate: 0.2, 8000 warm-up steps).

Learning Curve (EN->OD) Learning Curve (OD->EN)

OdiEnCorp 2.0 processed for NMT experiments.
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Result

Results for baseline NMT on Dev and Test sets for
OdiEnCorp 2.0.

Availability
OdiEnCorp   2.0   is   available   for   research   and   non-commercial  use  
under  a  Creative  Commons  Attribution-NonCommercial-ShareAlike 4.0 
License, CC-BY-NC-SA at :

http://hdl.handle.net/11234/1-3211
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WAT 2020
Website: http://lotus.kuee.kyoto-u.ac.jp/WAT/WAT2020/index.html
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ODIANLP Team@WAT2020

WAT2020 Automatic Evaluation Results

Sample Translation



ODIANLP Team@WAT2020



Case 2 - Text Summarization
(Usage of Synthetic Data for Text Summarization)
● Based on Idiap participation in the SwissText 2019 challenge 

(100’000/2’000) paragraphs and summaries for training/evaluation.

● Use of synthetic data: a popular approach in machine translation for the 
low resource conditions to improve the quality.

● Can such approaches work for the text summarization task ?.
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Method 
● Use a state-of-the-art “Transformer Model” as 

implemented in OpenNMT-py.

● Different experiments performed based on real 
and synthetic data.

● Synthetic data used to increase the size of the 
training data.

● To generate synthetic data :
1. A system is trained in reverse direction i.e. source 

as summary and target as text.
2. The reverse system is used to generate text for 

the given summary. Now, synthetic data is ready.
3. Mix the real and synthetic data and train the final 

system.

Generation of synthetic data using reverse system. 
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Dataset
●  Real data (SwissText dataset)

● Synthetic data (Common Crawl)
1. Build Vocabulary (using SwissText dataset, 

most frequent German words).
2. Select sentences based on the prepared 

Vocabulary. From the selected sentences, 
randomly choose 100K.

3. Generate synthetic data by using 100K 
sentences to input to the reverse trained 
model.  

Statistics of experimental data (real) including the 
number of text and summaries.

Dataset #Text #Summaries

Train 90K 90K

Dev 5K 5K

Test 5K 5K

Test Evaluation 2K -

Dataset #Text #Summaries

Train 190K 190K

Statistics of experimental data (real + synthetic) 
including the number of text and summaries.
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Evaluation

Evaluation results of our models

Learning curves in terms of Rouge 1 F1 Score on dev set

Setting Dataset Rouge_1_F1 Rouge_2_F1

S1 Dev 43.9 28.5

Test 39.7 22.9

S2 Dev 45.4 29.8

Test 55.7 41.8

Team Rouge_1 Rouge_2

Shantipriya Parida, and Petr Motlicek (s2) 40.2 22.2

Dmitrii Aksenov, Georg Rehm, Julian Moreno Schneider     40.4 21.9

Nikola Nikolov 34.7 19.3

Valentin Venzin, Jan Deriu, Didier Orel, Mark Cieliebak   39.8 23.4

Pascal Fecht 40.9 23.5

SwissText 2019 Text Summarization Challenge Result
Source: http://ceur-ws.org/Vol-2458/summarization_challenge.pdf

● Evaluations made using Rouge (Recall-Oriented 
Understudy for Gisting Evaluation) score, a popular 
metric for text summarization.

20



Case3: Language and Dialect Detection
● Its challenging to detect 

languages that have similar 
origins or dialects (e.g. German 
dialect identification, Indo-Aryan 
language identification)

● It may not be possible to 
distinguish related dialects with 
very similar phoneme and 
grapheme inventories for some 
languages.
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Method Description
● We used character n-gram for 

extracting features from the input 
text.

● Extracted features are input to 
the deep supervised autoencoder 
(SAE).

● Bayesian optimizer used for 
selecting the optimal 
hyperparameters.

Proposed model architecture

22



Dataset
DSL Dataset:  Discriminating between Similar Language (DSL) 
contains 13 different languages based on 6 different language 
group. We used DSLCCv2.0 in our experiment.

Ling10 Dataset: It contains 190,000 sentences categorized 
into 10 languages (English, French, Portuguese, Chinese 
Mandarin, Russian, Hebrew, Polish, Japanese, Italian, Dutch).

ILI Dataset: The Indo-Aryan Language Identification (ILI) 
dataset contains 5 closely-related languages of the Indo-Aryan 
language family – Hindi (also known as Khari Boli), Braj 
Bhasha, Awadhi, Bhojpuri, and Magahi.  

 

  
DSL Language Group. Similar languages

with their language code.
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Result
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Dataset Training Development Test

DSL 252,000 28,000 14,000

Ling10 140,000 - 50,000

ILI 70,351 10,329 9,692

Dataset Statistics

SAE model configurations for the dataset.

Parameter DSL Ling10 ILI

ngram-range 1-3 1-3 1-3

number of target 14 10 5

embedding 
dimension

300 300 300

supervision ‘clf’ ‘clf’ ‘clf’

converge threshold 0.00001 0.00001 0.00001

number of epochs 300 500 500

Model Dataset Accuracy
(Test Set)

SAE (char-3gram) Ling10 100%

SAE (char-3gram) DSL 92%

SAE (char-3gram) ILI 85%

Performance on test dataset.



Result (Confusion Matrix) 
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Case 4: Fake News Detection @MEX-A3T
● The goal of IberLEF is to encourage the research community to organize 

competitive text processing, understanding and generation tasks in order to 
define new research challenges and setting new state-of-the-art results for the 
Natural Language Processing community, involving at least one of the following 
Iberian languages: Spanish, Portuguese, Catalan, Basque or Galician

● MEX-A3T 2020 had the following tracks:
○ Fake News detection
○ Aggressiveness detection 

○ Both tracks contain documents in Mexican Spanish
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Fake News Detection 

● Fake news provides information that aims to manipulate people for 
different purposes: terrorism, political elections, advertisement, satire, 
among others

● In social networks, misinformation extends in seconds among 
thousands of people

● A fake news detection system aims to help users detect and filter out 
potentially deceptive news

● The dataset consist of 971 documents, 676 for training and 295 for test
○ Documents are real news extracted from differents news media in Mexico
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Methodology
● Our goal was to evaluate the pertinence of deep SAE in these tasks
● As input features we used:

○ Spanish pre-trained BERT encodings (BETO)
○ Traditional text representation techniques such as word and char n-grams (ranges 1-2 

and 1-3)
○ Combinations of BETO encodings plus traditional words/char n-grams vectors

Features 
extraction

Class
Documents
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[SEP]
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[SEP]
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Results (fake news task)
The best 
performance 
among 6 
participating 
institutions

31



Case 5: Operant Motive Detection
● According to Psycholinguistics theory, how we 

use language reveals information about our 
personality traits, educational level, age, etc.

● Operant methods are psychometrics, which are 
captured by having participants write free texts 
associated with faint images

○ Clinical research indicates that operant motives provide 
the possibility to assess behavioral long-term 
developments

● M - power, A - affiliation, L - achievement, F - 
freedom, 0 - zero, and corresponding levels (0 
to 5).

Sample images that are shown to 
subjects during the OMT test
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Task details
● The task is to predict motivational 

style solemnly based on tex
● The dataset:

○ Language: German
○ Training: 167,200*

○ Development: 20,900
○ Test: 20,900
○ Highly unbalanced
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Methodology(1/3)

● Simple transformers: we add an untrained 
layer of neurons on the end, and re-train the 
model with the OMT classification task at the 
output

● max_length parameter is set to 90, and 
models are re-trained up to 2 epochs

● Three different configurations:
○ BERT
○ XLM
○ DistilBERT
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Methodology(2/3)

● Fully connected neural network (FC): 
the FC is feed with the representation of 
the textual descriptions using:
○ Pre-train BERT
○ Fine-tuned BERT

● We reported results using two distinct 
ways for building the sentences 
representation
○
○
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Methodology(3/3)

● We evaluate the performance of deep supervised autoencoders in the 
OMT task

● As input features we used:
○ German pre-trained and fine-tuned BERT encodings 
○ Traditional text representation techniques such as word and char n-grams (ranges 1-2 

and 1-3)
○ Combinations of BERT encodings plus traditional words/char n-grams vectors

Features 
extraction

Documents

Prediction
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Results (test phase)
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The 2nd best 
performance 
among 3 
(official) 
participating 
institutions



Case 6 - Crime Investigation
(Real time netwOrk, teXt, and speaker ANalytics for combating orgaNized crimE)

● FCT H2020 project (http://roxanne-euproject.org).
● Various NLP technologies applied (potentially including 

summarization, entity detection, and topic detection).

38

Project Overview

Entity Detection

Topic Detection

http://roxanne-euproject.org


Conclusions and future work
● SAE with Bayesian Optimization for the language detection task found 

effectively for discriminating between very close languages or dialects
● SAE are able to generalize well, however, they seem to perform better on 

texts extracted from formal written
○ Fake news detection, best performance, documents extracted from real news media

● SAE are less computationally expensive as compared to attention based 
DL models (e.g., transformers)

○ They do not require high volume of data  
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Conclusions and future work
● If there are plenty of data, fine-tuning of previous attention based DL 

models is an immediate and promising solution
○ This was the case for the OMT task

● We would like to evaluate the impact of  hyper-parameter tuning 
● Test SAE on other NLP tasks, e.g., topic detection and topic tracking 
● Extending  OdiEnCorp 2.0  with  more  parallel  data, again by finding 

various new sources.
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Q&A
Contact information:

● Email: shantipriya.parida@idiap.ch 
● Twitter: @Shantipriyapar3
● Web : https://www.idiap.ch/~sparida/
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