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Overview
● Natural language processing (NLP) helps 

computers communicate with humans in 
their own language and scales other 
language-related tasks.

● NLP makes it possible for computers to 
read text, hear speech, interpret it, 
measure sentiment and determine which 
parts are important.
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Current Scenario
● Although the Odia language has a rich cultural heritage, this is not completely 

digitized or accessible, resulting in a lack of resources. 

● In context to NLP research and development,  the availability of resources are 
limited and not available online.

● Developing such NLP resources shown below required the attention of all 
○ Language corpus, 
○ Language models, 
○ Dataset for 

■ Summarization
■ Topic Detection
■ Named entity recognition (NER) 
■ Fake news detection
■ Aggresivnes/hate speech detection
■ Codemix detection
■ Dialect detection
■ Treebank 5



Need for Odia NLP Resource Development 
● It will help the researchers for NLP research, Government for building 

services accessible for common people and industry for building products 
localization and better customer reach.  
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OdiEnCorp (Odia-English Corpus)
● Odia is an Indian language belonging to the Indo-Aryan branch of the 

Indo-European language family.

● Odia is one of 22 official languages of India and sixth Indian language to be 
designated as a Classical language. 

● There is a demand for English↔Odia machine translation system.

● There is lack of Odia resources, particularly parallel corpora.

● Existing few English-Odia corpora are small in size, cover few domains not 
very suitable for machine translation, which motivates us for OdiEnCorp 2.0. 
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Data Sources

Block diagram of the Corpus building process

● Data extracted from other 
online resources.

● Data extracted from Odia 
Wikipedia.

● Data extracted using Optical 
Character. Recognition 
(OCR).

● Data reused from existing 
corpora.
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Data Processing
● Extraction of plain text.

○ Python script to scrape plain text from HTML page. 
● Manual processing.

○ Correction of noisy text extracted using OCR-based approach. 
● Sentence segmentation.

○ Paragraph segmented into sentences based on English full stop (.) and Odia Danda (|) or 
Purnaviram.

● Sentence alignment.
○ Manual sentence alignment for Odia Wikipedia articles where text in two language are 

independent of each other.
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Final Datasize and Domain Coverage
● The composition of OdiEnCorp 2.0 with statistics for individual 

sources.

OdiEnCorp 2.0 parallel corpus details. Training, dev and test sets together

Literature

Government Policies
Daily usage learning 

General Domain (Wiki data) 

Bible, Literature, Government Policies 

General and Tourism Information 
Daily usage learning 

Daily usage learning 
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Baseline (Neural Machine Translation)
● Dataset

○ Removed duplicated sentence pairs and shuffled. 

● NMT Setup
○ We used Transformer model as implemented in OpenNMT-py.
○ Generated vocabulary of 32K sub-word type jointly for source and target language.
○ Train using single GPU (learning rate: 0.2, 8000 warm-up steps).

Learning Curve (EN->OD) Learning Curve (OD->EN)

OdiEnCorp 2.0 processed for NMT experiments.
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Result

Results for baseline NMT on Dev and Test sets for
OdiEnCorp 2.0.

Availability
OdiEnCorp   2.0   is   available   for   research   and   non-commercial  use  
under  a  Creative  Commons  Attribution-NonCommercial-ShareAlike 4.0 
License, CC-BY-NC-SA at :

http://hdl.handle.net/11234/1-3211
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WAT 2020
Website: http://lotus.kuee.kyoto-u.ac.jp/WAT/WAT2020/index.html
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ODIANLP Team Participation at WAT 2020
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English to Odia Translation Task (Automatic Evaluation )



ODIANLP Team Participation at WAT 2020
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Odia to English Translation Task (Automatic Evaluation)



Odia NLP Resource Catalog
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Website: https://github.com/shantipriyap/Odia-NLP-Resource-Catalog 



Conclusions and future work
● Extending  OdiEnCorp  2.0  with  more  parallel  data, again by finding 

various new sources.

● Build the Odia-English machine translation system using the (WAT2020 
model) and release for research and non-commercial purposes.

● Building NLP resources for Odia language for research and development. 
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Q&A
Contact information:

● Email: shantipriya.parida@idiap.ch 
● Twitter: @Shantipriyapar3
● Web : https://www.idiap.ch/~sparida/
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