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What is Cyber Crime ?

● Any illegal activity carried out using 
computers or the internet.

● Types of Cyber Crimes:
○ Hacking
○ Child Sexual Abuse and 

Grooming
○ Phishing
○ Illegal Drug and Weapons 

Trafficking
○ Human Trafficking and Sex 

Crimes
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CSA 
● Child sexual abuse (CSA) and grooming1are a real threat for children and young 

people of all ages and backgrounds.

● Sexual Predators2, attract victims that either have no sense of who they interact 
with neither the scope of interaction.

● The effects from “Child grooming” could cause psychological damages to the 
children that may never cure. 

Image source: 
https://violenceagainstchildren.un.org/news/european-union-must-cl
ose-legal-gap-protect-children-sexual-abuse-online-un-experts

1Grooming means forming a relationship or connection with a child for the purpose of sexually abusing them.
(Source: https://slideplayer.com/slide/5719384/) 

2Person seen as obtaining or trying to obtain sexual contact with another person in a metaphorically “predatory” manner”(Wikipedia)
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Grooming Stages
● Friendship

● Forming a Relationship

● Risk assessment

● Exclusivity

● Sex talk

Asking Profile, Asking picture, Giving compliment

Talking about activity, favourite, hobby, school

Asking questions to know risk of conversation, 
Asking if the child is alone or under adult or friend 
supervision

Trying to build mutual trust, Using falling in love 
words, Using word to express feeling

Using word about biology, body, intimate parts, and 
sexual category, Asking hot picture, Arranging 
further contact and meetings

Source: https://www.theguardian.com/technology/2003/jul/17/childprotection.childrensservices 5



Challenges
● Parents or law enforcements agents can’t watch over the children all the time.
● An officer has to read hundreds or thousands of pages of chat-texts in order to provide accusative evidence. 
● Thus it is prone to error or may lead to a biased decision. 
● Currently, there is no system that can automatically identify the elements of child exploitation on text chats (on-line, 

off-line).
● A difficult task for any single agency, authority, ministry, or NGO, or company to tackle this problem.
● It require strong cooperation to fight against the same.
● One of the key challenges involve is the lack of data for building tools/technologies.
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Challenges
● Interpol report1 highlights impacts of COVID19 on child sexual abuse.

○ Social and economic factors impacted child sexual exploitation and abuse (CSEA) across the world.
○ Closure of schools, move to virtual learning, online time spent (entertainment, social) 

1https://www.interpol.int/en/News-and-Events/News/2020/INTERPOL-report-highlights-impact-of-COVID-19-on-child-sexual-abuse
Image source: https://www.europol.europa.eu/covid-19/covid-19-child-sexual-exploitation
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https://www.europol.europa.eu/covid-19/covid-19-child-sexual-exploitation


Challenges
● Roxanne
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https://www.youtube.com/watch?v=iTfO1xbSYGU


What is NLP

● Natural language processing (NLP) helps computers communicate 
with humans in their own language and scales other language-related 
tasks.

● NLP makes it possible for computers to read text, hear speech, 
interpret it, measure sentiment and determine which parts are 
important.
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NLP in Daily Life

● Personal assistants: Siri, Cortana, and Google 

Assistant.

● Auto-complete: In search engines (e.g. Google).

● Spell checking: Almost everywhere, in your browser, 

your IDE (e.g. Visual Studio), desktop apps (e.g. 

Microsoft Word).

● Machine Translation: Google Translate.

● Chat bots.
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NLP in Cyber Crime
● The web and social media applications and platforms 

are an overall complex and multidimensional data 
landscape where NLP can be used.

● Criminal investigations require manual intervention of 
several investigators and translators.

● NLP techniques help criminal investigators handle 
large amounts of textual information in a more 
efficient and faster way.

● Commonly used techniques: 
○ Optical Character Recognition (OCR) 
○ Machine Translations  
○ Text Summarization
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Topic Modelling (1)
● What is Topic Modelling ?.

○ Topic modeling is a statistical modeling 
approach to discover the abstract “topics” 
occurs in a collection of documents. 

● Types of Topic Modeling
○ Unsupervised, and Semi-supervised

● Application of Topic Modeling
○ text mining, text classification, machine 

learning, information retrieval, and 
recommendation engines. Fig: Topic Modeling
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Topic Modeling (2)
● Extracting topics from a large scale grooming 

dataset.
● Data source : Liveme streaming platform ( 

https://www.liveme.com) 
● Number of messages : 39.38 Million
● Number of user : 1.42 Million
● Short messages in multiple languages (e.g. chinese, 

russian, indonesian, japanese, German) contain 
text, emojis, numbers

● Messages contain remarks, questions

Fig: LiveMe

Fig:Top collocates of sexual words in LiveMe dataset (Lykousas et al.) 13

https://www.liveme.com


Topic Modeling (3)
● Topic extraction using Latent Dirichlet 

Allocation (LDA) method

Fig: Sample Topic from “Large-scale analysis of grooming in modern social networks” dataset  
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Text Classification (1)
● Text classification is a task of NLP where the model 

needs to predict the classes of the text documents.
● In the traditional process, we are required to use a 

huge amount of labelled data to train the model, and 
also they can’t predict using the unseen data. 

● Adding zero-shot learning with text classification 
has taken NLP to the extreme.

● Zero-shot text classification technique classify the 
text documents without using any single labelled 
data or without having seen any labelled text.

Fig: Zero-shot Text Classification 15



Text Classification (2)

● Most research in detection of cyber-predators is based on 
the chat log transcripts provided by Perverted Justice. 

● A group of volunteers who posed as children in chatrooms 
in order to lure predators.

● Chats with predators have been transcribed, anonymized 
and made available to the public. 

Image source: http://www.perverted-justice.com/
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Use Case: Predator Detection



Text Classification (3)
● Proposed method for detection of 

misbehaving users in chats is based 
on two main hypotheses

○ i) Suspicious Conversations 
Identification (SCI) stage

○ ii) Victim From Predator 
disclosure (VFP) stage
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Fig: General overview of the proposed sexual predators identification system (Villatoro-Tello et Al)



Named Entity Recognition

● Named entity recognition is a natural language processing technique that can automatically scan entire articles and pull 
out some fundamental entities in a text and classify them into predefined categories.

● Entities can be: Organizations, Quantities, Monetary values, Percentages, People’s names, Company names, Geographic 
locations (Both physical and political), Product names, Dates and times, Amounts of money,Names of events.
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Authorship Attribution (1)
● Authorship identification is a process in which the author 

of a text is identified.
● Internet technologies and online social network, web 

services (e.g., emails, blogs, forums and micro-blogs) 
become a means by which new ideas and information 
spread rapidly.

● People on the virtual space do not need to provide their 
real identities, accurate automatic authorship attribution 
of anonymous documents is increasingly requisite

● Authorship attribution techniques can assist law 
enforcement to discover criminals who supply false 
information in their virtual identities, and collect digital 
evidence for cybercrime investigation.
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Authorship Attribution (2)
● Authorship attribution approaches fall into two major 

categories: 
○ profile based approaches 
○ instance-based approaches

● The basic assumption of forensic linguistics is the notion of 
idiolect.

●
● Users  show  individual  linguistic  features  which  make  

them  recognisable by  their  usage  of  language.
● More recently, deep learning-based approaches have been 

explored for Authorship Attribution (AA).

Fig: BertAA + Style + Hybrid architecture (Mael et al.)
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Machine Translation (1)
● Automatic conversion of text/speech from one natural language to another.

● Machine translation approaches:
○ Grammar-based

■ Interlingua-based
■ Transfer-based

● Direct
○ Example-based
○ Statistical
○ Neural

Source 
Language

Target
Language

21



Machine Translation (2)

● Machine Translation from Vietnamese into Czech for the 
Purposes of the Police of the Czech Republic

● The goal of the project was to develop an off-line 
machine translation system from Vietnamese into Czech 
that could be used by the Police of the Czech Republic 
internally.

● Czech police can automatically translate confidential 
materials without any concerns about compromising the 
security of the data.

● The system was optimized particularly for short text 
messages (SMS) which can often lack diacritic marks 
and suffer from other types of noise.

MTViet
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Fake News Detection (1)

● Fake news provides information that aims to manipulate people for different 
purposes: terrorism, political elections, advertisement, satire, among others

● In social networks, misinformation extends in seconds among thousands of 
people

● A fake news detection system aims to help users detect and filter out 
potentially deceptive news
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Shared tasks at MexAT3
● Fake news detection

○ Information that aims to manipulate people for different purposes
○ 971 documents, 676 for training and 295 for test

● Aggressiveness detection
○ Accurately identifying  significant threats to users who are exposed in social 

media domain
○ 10,475 anonymised tweets, 7332 for training 3143 for testing

● Both datasets are in Mexican Spanish
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Fake News Detection (2)



Methodology

● Our goal was to evaluate the pertinence of deep SAE in these tasks
● As input features we used:

○ Spanish pre-trained BERT encodings (BETO2)
○ Traditional text representation techniques such as word and char n-grams (ranges 1-2 and 1-3)
○ Combinations of BETO encodings plus traditional words/char n-grams vectors

Features 
extraction

Class
Documents

y

252 Cañete, J., Chaperon, G., Fuentes, R., Ho, J. H., Kang, H., & Pérez, J. (2020). Spanish pre-trained bert model and evaluation data. In Practical ML for Developing 
Countries Workshop@ ICLR 2020.

SAE

Fake News Detection (3)
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[SEP]
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Fake News Detection (4)
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[SEP]
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Fake News Detection (5)



Results (fake news task)
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Fusion of Technologies
● Automating the process of criminal investigations 

to speed it up can have a large impact on the daily 
work of police practitioners.

● It remains a complex task, because of the 
multimodality of data (e.g. intercepted telephone 
calls, text mostly, but also CCTVs), the plurality of 
languages to handle, and the lack of realistic 
training data matching this domain.

● The integrated platform processes intercepted 
phone calls, runs state-of-the-art components such 
as speaker identification, automatic speech 
recognition or named entity detection, and builds a 
knowledge graph of the extracted information.

● AutoCrime

Fig: AutoCrime Data processing in the platform (Mael et al.)
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https://www.youtube.com/watch?v=AULFj797kBA


Conclusion
● NLP technologies helps to handle large amount of data and able to extract meaningful 

information to speedup crime investigation.
● The fusion of technologies (NLP, Speech, Video, Network Analysis) new research direction in 

crime investigation and able to generate state-of-the-art result.
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Q&A
Contact information:

● Twitter: @Shantipriyapar3
● Web : shantipriya.me
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http://shantipriya.me


Thank you
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