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\section{A B S T R A C T}

Credit scoring models are commonly built on a sample of accepted applicants whose repayment and behaviour information is observable once the loan has been issued. However in practice these models are regularly applied to new applicants, which may cause sample bias. This bias is even more pronounced in online lending, where over 90\% of total loan requests are rejected. Reject inference is a technique to infer the outcomes for rejected applicants and incorporate them in the scoring system, with the expectation that predictive accuracy is improved. This paper extends previous studies in two main ways: firstly, we propose a new method involving machine learning to solve the reject inference problem; secondly, the Semi-supervised Support Vector Machines model is found to improve the performance of scoring models compared to the industrial benchmark of logistic regression, based on 56,626 accepted and 563,215 rejected online consumer loans.

\section{1. Introduction}

Credit scoring as an automatic credit assessment tool has been used by lenders such as banks for decades. Various statistical and machine learning techniques (e.g. \cite{Bijak2012}, \cite{Min2008}) help creditors identify borrowers who cannot fulfill their financial obligations within a group of loan applicants through a process of application scoring, although other types of implementations such as behaviour scoring and profit scoring are also popular. In credit scoring, loans are normally classified into good ones and bad ones according to their rank orderings of default probabilities using \textit{ex post} methods constructed from historic loan records. Their success in risk control has led to a flourishing within the borrowing and lending market. However, since the beginning of credit scoring, the issue has been that samples of training scoring models differ from those pertaining to applications, because lenders normally only have performance information about accepted borrowers. By predicting the default probability based solely on the accepted borrowers, sample bias may arise. Analysts have tried to make use of information from rejected borrowers to improve the prediction performance of their models. When the actual status of rejected applicants is missing, reject inference is used by credit scorers to assess the default risk of the rejection. Many scholars such as \cite{Hand1993}, \cite{Sohn2006} and \cite{Bueker2013} have started to pay attention to this issue, and some techniques of reject inference have already been explored by \cite{Anderson2013}, \cite{Banasiak2007}, \cite{Chen2012} and others.

In recent years, P2P (Peer-to-Peer) lending as a financial innovation has proved a phenomenal success in the online loan market in countries such as the US and China. A borrower with internet access can easily submit a loan request on a P2P lending platform, so crowds of lenders can thereby take different stakes in the loan based on their own perception of risk. Lenders have always had means to assess the creditworthiness of borrowers at their disposal, for example from their outward appearance (\cite{Duarte2012}) or other soft information (\cite{Iyer2016}), but obviously these are not enough to eliminate the high default risk of online loans. Therefore, platforms set up high requirements and use various risk control tools to reject unqualified borrowers. Lending Club, one of the largest P2P lending organisations, has thus far only accepted roughly 9\% of all loan requests on their website. The high rate of rejection has provided us with an opportunity to investigate the problem of reject inference,
which is obviously of importance to both the organisation and the individual lenders.

This paper addresses the issue of reject inference in credit scoring in two ways. First, we propose a new method in reject inference using the machine learning technique of Semi-supervised Support Vector Machines (SSVM) to classify the status of rejected borrowers. Support Vector Machines (SVM) have received much attention in credit scoring in recent years for their use in classifying good and bad accounts (Bellotti & Crook, 2009), and its application to reject inference is also promising. Second, we have used a large number of real consumer loans, consisting of 56,626 accepted loans and 563,215 rejected loans, to assess the performance of the new method. This data basically consists of all loan requests made on the online lending platform by September 2012, so it constitutes the total population of loan applicants, rather than a limited sample of them, as has appeared in previous literature. The availability of such a wide range of data makes the investigation possible for the whole population, which we believe to be advantageous in resolving the sample bias problem.

The rest of paper is organised as follows: first a group of reject inference studies in credit scoring has been identified and summarised in this literature review. The SSVM algorithm in the reject inference context is introduced in the methodology section, and a simulation approach is involved in the analysis. Then from the evidence of real consumer loans, we compare and discuss the results from logistic regression and traditional supervised SVM. Our findings are summarised in the conclusion.

2. Literature review

One of the major concerns in credit risk modelling is the sample bias when we apply the credit model to new applicants, since the model has been developed based only on applicants who are offered a loan. This not only causes possible bias in parameter estimates, but also results in an unstable predictive performance for the application population (Crook, Edelman, & Thomas, 2007). Ideally, credit models should be built based on the total population of applicants and applied to new applicants in the real lending process. However in practice, credit modellers only have records of those applicants who pass the credit assessment, and for obvious reasons, the repayment performance of the rejected group is missing. The sample bias in this circumstance essentially becomes a missing data problem. As summarised by Feelders (1999), there are three types of ‘missing’ in the context of credit scoring, namely Missing Completely at Random (MCAR), Missing at Random (MAR) and Missing Not at Random (MNAR). Various techniques of reject inference have been developed to infer the missing status of the rejects and mitigate this bias according to different types of missing data. Although the missing data problem has drawn attention from both academics and practitioners, there has been no thorough survey on the literature in this field. We therefore discuss the problem separately according to the type of missing.

MCAR indicates that the class of the outcome is completely missing at random and is independent of both the characteristics of applicants and the class label. It simply means that credit is randomly offered to applicants no matter what their attributes are or how they behave in repayment. Under the MCAR condition, no selection mechanism is in execution, so no sample bias exists in the lending process. Most lenders are believed to not implement this as a long-term policy, as their businesses are unlikely to become profitable in that way.

MNAR represents another type of missing data, wherein the class of the outcome depends on not only but also ony, given is influenced by some unobserved variables. This is discussed in Heckman (1979). Manual overrides of the outcome of the model decision are typically MNAR. Loan officers have the right to alter the decision according to their overall impression of an applicant, based on personal experience or business strategy. In countries such as Germany, for instance, decisions relied purely on credit models are not in compliance with the law, but should instead be combined with human judgement. Bücker et al. (2013) represents one of the very few empirical studies that investigate the MNAR reject inference problem due to difficulties caused by unobserved variables. By adding the information of the rejected group to the predictive model, they found that parameters were significantly different and the predictions improved, which shows that ignorance of the rejected group in the scorecard building process is not appropriate when considering statistical and economic concerns.

In credit scoring practice, not surprisingly, most rejected cases are MAR, where acceptance is based on the values of characteristics $x$, as well as some arbitrary cut-offs. If the probability distributions of characteristics of both the accepted and rejected applicants are observed, Feelders (1999) proposes the Expectation-Maximisation (EM) algorithm to solve the reject inference problem. Rather than applying discriminant analysis and logistic regression based on artificial data as in Anderson and Hardin (2013), Feelders (1999) tested the EM logistic model on real consumer loan data and found that on average it outperformed augmentation alone.

If looking at the selection mechanism and the outcome mechanism separately, we have the Accept-Reject (AR) decision depending on a set of characteristics $X_{AR}$, and the Good-Bad (GB) decision depending on another set of characteristics $X_{GB}$. If $X_{AR}$ is a subset of $X_{GB}$, a class can be assigned to each of the rejected applicants given a posterior probability based on $X_{GB}$ and a cut-off. A new Good-Bad is then constructed when all cases have their own classes. This extrapolation method was used by Crook and Banakis (2004) but showed limited improvement in the predictive performance compared to the model based on the accepts alone. If no set of characteristics can determine both the AR and the GB decision, i.e. $X_{AR}$ is not a subset of $X_{GB}$, a similar method in reject reference, that of augmentation, is frequently used. Empirical tests have been carried out by Banakis, Crook, and Thomas (2003) and Banakis and Crook (2005), using various models including logit and probit on the same dataset provided by a credit granter where the status of the rejects were available. However, their results showed no positive evidence of augmentation in increasing the overall predictive accuracy. On the corporate credit side, Kim and Sohn (2007) found that predictive accuracy is improved by combining samples of the accepts and the rejects.

Survival analysis, another popular credit scoring method in recent years, can deal with censoring where the status of performance is not observed, as well as model the time to default, which is critical to the profitability of a loan. Sohn and Shin (2006) tried introducing the time in late repayment as a measure of default in the reject inference problem. In their model, the class of rejected applicants depends on their position on the distribution of the survival time. Banakis and Crook (2010) also tried survival analysis on multi-period consumer loan data over 40 months. However, their empirical analysis suggests this method of reject inference has a negative bearing on results.

Apart from extrapolation and augmentation, there are also other techniques such as reweighting (Bücker et al., 2013) and reclassification, where Joanes (1993) suggested reclassification be combined with augmentation to amplify their mutual strengths. Other attempts are Verstraeten and Van den Poel (2004) who found neither performance nor profitability was significantly improved by the inclusion of the rejected sample. Chen and Astebro (2012) introduced the Bayesian theory into reject inference and found that classification power was improved under the MNAR as-
sumption. Chronologically, Table 1 gives an overview of the empirical studies of reject inference up to date.

In a more general sense, as described by Hand and Henley (1993), reject inference can only be effective if the methods are based either on extrapolation of the acceptance model to the rejects, or on the distribution of rejected applicants. Otherwise, supplementary information (i.e. actual status of the rejects) should be available from other sources, as in Banasik and Crook (2010), Crook and Banasik (2004), Kim and Sohn (2007) and Chen and Astebro (2012), although acquiring supplementary information can at times be costly.

In contrast to those statistical methods (Discriminant Analysis, Logistic Regression, Survival Analysis) mentioned above, machine learning techniques as a main stream of classifiers are also very popular in both consumer and corporate credit modelling. Among them, Neural Networks and Genetic Algorithm are frequently compared to conventional statistical methods, and Crook et al. (2007) and Ravi Kumar and Ravi (2007) provide a comprehensive review of them and their extensions. Among various intelligent algorithms, SVM has recently received much attention for its mathematical simplicity and least restriction, and has been applied to credit assessment in the literature, e.g. Bellotti and Crook (2009), Boyacioglu, Kara, and Baykan (2009), Hua, Wang, Xu, Zhang, and Liang (2007), Yang, You, and Ji (2011), Yeh, Chi, and Hsu (2010) and so on. Particularly Huang, Tang, Lee, and Chang (2012) used semi-supervised SVM to predict the probability of financial distress.

Maldonado and Paredes (2010) provide the idea of extrapolating the distance measurement in SVM between the two classes of accepted to the class of rejected. They did not, however, make use of the information of the rejects and only applied linear surface SVMs in classification, which is not suitable for most real-life loan data. On the contrary, this paper proposes a real Semi-supervised SVM model to infer the class of the rejects, which fully and directly incorporates the information of the rejects into modelling and applies it to a large real consumer loan dataset. Furthermore, we apply a kernel function to the SVM iterative process, which is believed to be superior in inferring the results. In the next part, we introduce the details of the model based on this SSV algorithm.

3. Methodology

3.1. Semi-supervised SVM for reject inference

A number of classification tools have been introduced in the field of consumer credit risk assessment. Such tools can help a lender to discriminate between loan applicants who are believed to be ‘good’ ones and those in whom the lender is insufficiently confident. The most common method used to build a classification rule is logistic regression. For a borrower $i$, good/bad can be denoted by a label $y_i$, where $y_i = 1$ means default or bad and $y_i = 0$ means good, and the characteristics of the borrower are denoted by $x_i$, which consists of several attributes. Then the probability of default can be expressed by

$$P(y_i = 1|x_i, \beta) = \frac{\exp(x_i \beta^T)}{1 + \exp(x_i \beta^T)}.$$  \hspace{1cm} (1)

where the parameter vector can be estimated by the maximum likelihood estimation:

$$\log L(\beta) = \sum_{i=1}^{n} y_i x_i \beta^T - \ln[1 + \exp(x_i \beta^T)].$$  \hspace{1cm} (2)

Besides logistic regression, a recently popular method used for credit classification is SVM, which originally comes from the field of machine learning, first proposed by Vapnik (1998). The idea is to find two parallel hyperplanes to separate two groups of data in a multi-dimensional space and to maximise the margin between the hyperplanes. Given a training data set within which each applicant is either labelled (with known good/bad status) or unlabelled (with unobservable good/bad status), we can get a hyperplane (linear classifier) which separates all the points into two classes (good or bad) by solving the SVM mathematical programming problem. Semi-supervised SVM or transductive SVM extend basic SVM to take use of additional information in unlabelled data (Joachims, 1999). The boundary lies in the low density regions of unlabelled data and makes reference to the labelled data, though this may cause computational difficulties (Chapelle, Sindhwani, & Keerthi, 2008). A detailed discussion of SSV issues can be found in Chapelle, Schölkopf, and Zien (2006) and Zhu and Goldberg (2009). In the context of machine learning and credit scoring, the learning problems are mainly categorised as follows:

(a) Supervised learning: In the training data set, all applicants are labelled. This actually describes a situation where the model is built based on accepted applicants whose good/bad statuses are known. In this case, a traditional supervised SVM can be built and applied to new applicants for their credit risk assessment.

(b) Unsupervised learning: In the training data set, all applicants are unlabelled. We can see the characteristics of applicants, but never know their eventual good/bad statuses. In such a case, only some unsupervised machine learning methods (e.g. clustering) can be used to summarise the characteristics of applicants.

(c) Semi-supervised learning: In the training data set, a part of the applicants are labelled and the rest are unlabelled. In other words, some applicants are known to be good/bad, but for the rest only the characteristics are observed. For the SSV, structural information of both labelled and unlabelled points can be used in the optimisation process. In this way, the valuable
hidden information behind the rejected applicants will be considered. Thus, the new separation plane will help us improve decision criteria. It is worth pointing out that a learning process containing both labelled and unlabelled points is a common phenomenon in many real-world applications. This is because labelled instances are usually scarce and difficult, expensive, or time-consuming to obtain. As denoted in Fig. 1, triangles and circles are known goods and bads while dots are rejected applicants with unknown outcomes. In such a case, a traditional supervised SVM cannot work well (dashed plane), but advanced tools such as SSVM can build up a better classification rule (full plane), which is a promising method for reject inference.

The major innovation of this paper is to propose a semi-supervised SVM approach (S3VM) (Tian & Luo, 2016), in order to conduct reject inference. Apart from a traditional logit model or supervised SVM approach, the S3VM method builds a model based directly on information of both accepted/labelled and rejected/unlabelled borrowers, which means it provides an effective way to accomplish semi-supervised learning, or more attractively to us, a natural solution for problems involving reject inference.

The main idea of an S3VM model is to find a hyperplane to maximise the margin between the two classes and keep the boundary traversing through low density regions of unlabelled data points, while still respecting labels in the input space. Compared to traditional SVM models, the S3VM model takes additional information provided by the unlabelled patterns into account to reveal more about the data structure at hand (Gieseke, Airola, Pahikkala, & Kramer, 2014). It is thus expected to perform better than traditional SVM when the data set contains unlabelled points, especially for the case which only contains a small proportion of labelled points in the training sample. For reject inference, since most rejected applicants are unknown as real good or bad customers, it is very suitable for the semi-supervised learning model.

Here we give some details of the methodology used in this paper. Firstly, the notations are introduced. Given a training data set \( S = \{(\mathbf{x}_1, y_1), \ldots, (\mathbf{x}_n, y_n)\} \), where each point \((\mathbf{x}_i, y_i) \in \mathbb{R}^n \times \{-1, 1\}\), let \( A_l \) denote the index set of the \( l \) labelled training points and \( A_u = \{1, \ldots, n\} \setminus A_l \) be the index set of all unlabelled training points. Thus \( \mathbf{y} = (y_1, \ldots, y_n)^T \) are the corresponding label vectors, where \( y_i = (y_1, \ldots, y_i, \ldots, y_n)^T \in \{-1, 1\}^n \) is known, but \( y_{n-l} = (y_{l+1}, \ldots, y_n)^T \in \{-1, 1\}^{n-l} \) is unknown. To implement non-linear models of the data, a kernel function \( \phi(x) : \mathbb{R}^d \rightarrow \mathbb{R}^d \), where \( d \) is the dimension of the feature space, is used to project the original data points to a higher dimensional feature space (Schölkopf & Smola, 2002). Like the traditional SVM model, positive slack variables \( \eta = (\eta_1, \ldots, \eta_n) \in \mathbb{R}^n \) are also introduced to allow for the misclassification of each point (Cortes & Vapnik, 1995), and the misclassification errors \( \sum_{i=1}^n \eta_i^2 \) is then penalised by \( C > 0 \) in the objective function in problem (3). To maximise the margin between the two supporting hyperplanes \( \mathbf{w}^T \phi(x) + b = -1 \) and \( \mathbf{w}^T \phi(x) + b = 1 \), the 2-norm soft-margin SVM model can be written as:

\[
\min \frac{1}{2} \|\mathbf{w}\|^2 + C \sum_{i=1}^n \eta_i^2
\]

s.t. \( y_i (\mathbf{w}^T \phi(x_i) + b) \geq 1 - \eta_i, i = 1, \ldots, n, \)

\( y_i \in \{-1, 1\}, i \in A_u. \)

Note that a S3VM model differs from the standard SVM in terms of the last constraint in problem (3), which reflects the uncertainty of unlabelled training points when making use of their information for modelling. However, with the extra constraint, problem (3) becomes a mixed integer constrained quadratic programming (MIQP) problem and thus cannot be solved using the standard dual-problem methods for the SVM model. A number of methods have been proposed for solving the non-convex problems associated with S3VM (for example, see Bennett and Demiriz (1999) for an early solution, and Blum and Chawla (2001), Reddy, Shevade, and Murty (2011) for more recent developments). However, most of proposed methods are only efficient for small-sized problems. In order to conduct reject inference on a large scale of rejected applicants, here we consider to use the branch-and-band algorithm proposed in Tian and Luo (2016), which was shown to be more efficient for large-sized problems.

To solve for the S3VM model, the bias term \( b \) is dropped first to avoid the non-convexity in the dual problem (Bai, Niu, & Chen, 2013). Let \( \alpha_i \in \mathbb{R}_+ \) be the dual variable for the constraint \( y_i \mathbf{w}^T \phi(x_i) \geq 1 - \eta_i, i = 1, \ldots, n. \) Then the Lagrangian function with respect to \( \mathbf{w} \) and \( \eta \) can be written as

\[
L(\mathbf{w}, \eta, \alpha) = \frac{1}{2} \|\mathbf{w}\|^2 + C \|\eta\|^2 + \sum_{i=1}^n \alpha_i (1 - y_i \mathbf{w}^T \phi(x_i)).
\]
We first solve the problem of \( \min L(\omega, \eta, \alpha) \) by using the Karush-Kuhn-Tucker (KKT) conditions of regularity and assuming \( y \) and \( \alpha \) as constants, we then get
\[
L(\alpha | \bar{\omega}, \bar{\eta}) = (\bar{e}_n)^T \alpha - \frac{1}{2} \alpha^T (K^* \circ \bar{y} \bar{y}^T) \alpha
\]  
(5)

where \( K^* = K + \frac{1}{n} \) Lanckriet, Cristianini, Bartlett, Ghaoui, & Jordan, 2004), \( K \) is a kernel matrix with elements \( K_{ij} = K(x_i, x_j) = \phi(x_i)^T \phi(x_j) \) and \( e_n = (1, \ldots, 1) \). Based on these results, we can write the dual problem of problem (3) as
\[
\min_{y_i \in \{-1, 1\}, \alpha} \max \ (\bar{e}_n)^T \alpha - \frac{1}{2} \alpha^T (K^* \circ \bar{y} \bar{y}^T) \alpha
\]  
(6)

s.t. \( \alpha \geq 0^n \)

Since both \( K^* \) and \( (K^*)^{-1} \) are positive definite and invertible, \( K^* \circ \bar{y} \bar{y}^T \) is also positive semidefinite. Therefore, the ‘max’ part in problem (6) is a convex problem and the optimal solution can be derived as \( \alpha^* = (K^* \circ \bar{y} \bar{y}^T)^{-1}(\bar{e}_n + \mu_1) \), for \( \mu = (\mu_1, \ldots, \mu_n) \in R^n \) being the dual variable for the constraint \( \alpha \geq 0^n \). Replacing \( \alpha \) in problem (6) and rearranging the problem, we have
\[
\min \frac{1}{2} u^T Q u
\]  
(7)

s.t. \( y_i | u_i \geq 1, \ i = 1, \ldots, l, \)  
\( 1 - u_i^2 \leq 0, \ i = l + 1, \ldots, n. \)

where \( Q = (K^*)^{-1} \), \( \delta = e_n + \mu_1 \) and \( u = \delta \circ y \). Then the objective function of problem (7) becomes a normal convex quadratic function \( u^T Q u \) with non-convex constrains, which can be solved by the branch-and-bound algorithm proposed in Tian and Luo (2016). For a feasible solution \( u \) of problem (7), a feasible solution \( y \) can be obtained by the following equation:
\[
y_i = \text{sign}(u_i), \ i = 1, \ldots, n.
\]  
(8)

After obtaining the labels of all unknown points, we can solve the corresponding supervised problem to get the optimal solutions \( \alpha^* \) and \( b^* \). Then, the decision function is given by
\[
f(x) = \text{sign} \left( \sum_{i=1}^{n} y_i \alpha_i^* K(x_i, x) + b^* \right)
\]  
(9)

It is worth pointing out that this function is used for further classification on any unknown point \( x \). By solving the S3VM problems above, we can reach an optimised solution to discriminate new applicants into the acceptance/rejection sets. In the rest of this paper, we are going to conduct numerical tests to compare the performance of traditional logistic regression, supervised SVM and S3VM based on real-world data.

3.2. Data and variables

Lending Club in the United States is currently the world’s largest online credit marketplace offering P2P lending. Based on the public data provided by Lending Club until September 2015, it has to date issued 820,398 loans with a total value over 13 billion USD, while it has rejected other 5,398,760 loan requests. The rejected group is much larger than the accepted group, so reject inference is of considerable importance under these circumstances. Our empirical data is publicly sourced from Lending Club, where characteristics of both accepts and rejects are available.

As we need a definite result for accepted loans, we have considered all 36-month loans issued by September 2012, so that their actual good/bad results were visible in September 2015, when the data was extracted. Excluding records containing obvious errors, this dataset consists of 56,626 issued loans including 6931 defaults, and 563,215 rejected requests.

Table 2 presents yearly statistics of the data in analysis from 2007 to 2012. Since the start of Lending Club, the default rates have varied between 9.61% and 17.67%, while the accepted rates have taken different values, from 6.61% to 11.64%. The reasons for the variation are complicated, possibly in part due to loan demand trends, the company’s loan policy, the risk management system and the general economic environment. In Fig. 2, the acceptance rate and the default rate appear to be correlated, as the default rate goes down along with the acceptance rate. It is possibly because the quality of borrowers improves with the decrease of the acceptance rate, and vice versa. In order to verify that our proposed reject inference technique can be widely applied, we analyse the data by year to ensure that our method has been adequately exposed to all possible scenarios. In the years 2007 and 2008, the lending business as an innovative lending product was not stable and transaction volumes were small. Therefore, we exclude those two years from the following analysis to keep our models robust.

![Fig. 2. Accept and default rates 2007–2012.](image-url)
jected ones, there are 9 characteristics of personal information, but
neither good/bad status nor interest/repayment data is available.
The common characteristics, with comparable and useful informa-
tion, for the accepted and the rejected records are loan amount,
FICO score, address state, debt to income ratio and employment
length, which have been used as variables in our modelling.

The loan amount represents the listed amount of the loan ap-
plied for by the borrower, ranging from $1000 to $35,000. The FICO
score ranges from 300 to 850, which is consistent with its defini-
tion. The debt to income ratio is the borrower’s total monthly debt
excluding mortgage and the requested loan over the borrower’s
monthly income. The employment length takes values between 0
and 10, where 0 means the length of employment is less than one
year, and 10 means 10 or more years of employment.

We have also included the address state to show the location
of borrowers in terms of 50 states, plus the District of Columbia.
Geographic location has potential predictive power for default risk,
as we find default risk spreads unevenly across different areas in-
dicated either by State or by 3-digit ZIP code in the US, shown
in Fig. 3. Elliehausen, Christopher Lundquist, and Staten (2007) in-
cluded geographic location as part of the demographic informa-
tion for borrowers in their credit scoring model, and dummies were
used for nine states. However, in our data, borrowers reside in all
51 states/districts, and it is therefore not convenient to use dum-
 mies for all of them. Instead, we transform all regions into four
categories with reference to the default rates in Fig. 3, namely
states with rates above 0.14, from 0.12 to 0.14, from 0.1 to 0.12 and
below 0.1. Three dummies (State d1, d2 and d3) are used to denote
the first three categories and we leave the last group (States KS,
WV, DC and WY) as the reference set. Any applicant who falls in
a specific group of states is given a value 1 (0 otherwise) and only
the averages of dummies are calculated in Table 3.

Descriptive statistics of these five variables for the accepted and
rejected are presented in Table 3. The distributions of variables are
obviously different in two groups.

3.3. Research design

The dependent variable being modelled is the good or bad in-
dicator variable, where \( y_i = 1 \) if the applicant \( i \) has defaulted and
\( y_i = 0 \) if the corresponding applicant has not defaulted. We firstly
assign a good/bad label to each of the rejected applicants, assum-
ing these are the truth, although we have no supplementary infor-
mation regarding it. Based on the characteristics of applicants and
corresponding labels, we compare the result from the reject infer-
ence method S3VM with that of standard classification methods,
logistic regression and supervised SVM, in order to see if our new
reject inference technique improves predictive accuracy. We con-
ducted a simulation study following the standard steps proposed in
Anderson and Hardin (2013) as follows:

Step 1: Build separate models of Logit and supervised SVM us-
using the sample of all the accepted applicants, and S3VM us-
using the sample of all accepted and rejected applicants.
Step 2: Use models from Step 1 to assign the good/bad label to
the rejected applicants, seen as the truth.
Step 3: Sample equal numbers of accepts and rejects in each
year.
Step 4: Split the pooled data into a training set and a test set
with a ratio 7:3.
Step 5: Respectively build models of Logit, supervised SVM and
proposed S3VM on the training set. Note that the Logit or
supervised SVM models can only be trained using the ac-
cepted samples, whereas the S3VM model are trained on
both the accepted with labels and the rejected without la-
bles.
Step 6: Apply the classification rules derived from Step 5 to the
test set.
Step 7: Test the performance on the test set.

Please note that for any SVM modelling, a hyperparameter tun-
ing process is required. The target of tuning is to maximise the
performance in the test set. SVM is tuned using grid searching for
a range of penalty parameter \( C \) in problem (3), kernel degrees and
parameters as such applied in Bellotti and Crook (2009).

Once the models in Steps 1 and 2 are used to determine the
good/bad loan status of the rejected applicants, Steps 3–7 will
be repeated 50 times in order to check whether the S3VM infer-
ence model performs better than other models without inference
(Fig. 4). To eliminate the influence of the sample-size differences
Table 3
Variable statistics.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Min</th>
<th>1st Quantile</th>
<th>Median</th>
<th>3rd Quantile</th>
<th>Max</th>
<th>Mean</th>
<th>S.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accepts</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loan amount</td>
<td>1000</td>
<td>6300</td>
<td>10,000</td>
<td>15,000</td>
<td>35,000</td>
<td>11,490</td>
<td>6969</td>
</tr>
<tr>
<td>Fico score</td>
<td>662</td>
<td>682</td>
<td>697</td>
<td>722</td>
<td>848</td>
<td>705.7</td>
<td>33.01</td>
</tr>
<tr>
<td>Debt to income</td>
<td>0</td>
<td>10.36</td>
<td>15.77</td>
<td>21.21</td>
<td>34.99</td>
<td>15.91</td>
<td>7.397</td>
</tr>
<tr>
<td>Employment length</td>
<td>0</td>
<td>2</td>
<td>5</td>
<td>10</td>
<td>10</td>
<td>5.523</td>
<td>3.532</td>
</tr>
<tr>
<td>State d1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.120</td>
<td></td>
</tr>
<tr>
<td>State d2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.5081</td>
<td></td>
</tr>
<tr>
<td>State d3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.3525</td>
<td></td>
</tr>
<tr>
<td>Rejects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loan amount</td>
<td>1000</td>
<td>5000</td>
<td>10,000</td>
<td>25,000</td>
<td>35,000</td>
<td>14,900</td>
<td>11,057</td>
</tr>
<tr>
<td>Fico score</td>
<td>385</td>
<td>608</td>
<td>652</td>
<td>687</td>
<td>850</td>
<td>642.7</td>
<td>65.05</td>
</tr>
<tr>
<td>Debt to income</td>
<td>0</td>
<td>8.70</td>
<td>18.42</td>
<td>31.43</td>
<td>419.4</td>
<td>23.95</td>
<td>28.32</td>
</tr>
<tr>
<td>Employment length</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>0.7696</td>
<td>2.271</td>
</tr>
<tr>
<td>State d1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.1219</td>
<td></td>
</tr>
<tr>
<td>State d2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.4600</td>
<td></td>
</tr>
<tr>
<td>State d3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.3970</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 4. Simulation process.

Table 4
A confusion matrix.

<table>
<thead>
<tr>
<th>Observation</th>
<th>Good</th>
<th>Bad</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prediction</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bad</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Correct goods (True negative)</th>
<th>Type II error (false negative)</th>
<th>Goods predicted</th>
<th>Bads predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Type I error (false positive)</td>
<td>Correct bads (true positive)</td>
<td>Sample size</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Goods observed</td>
<td>Bads observed</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5
Accuracy results.

<table>
<thead>
<tr>
<th></th>
<th>Overall accuracy</th>
<th>Type I errors</th>
<th>Type II errors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Logit</td>
<td>SVM</td>
<td>SSV</td>
</tr>
<tr>
<td>2009</td>
<td>Accepted</td>
<td>0.754</td>
<td>0.736</td>
</tr>
<tr>
<td></td>
<td>Rejected</td>
<td>0.780</td>
<td>0.958</td>
</tr>
<tr>
<td></td>
<td>Both</td>
<td>0.707</td>
<td>0.890</td>
</tr>
<tr>
<td>2010</td>
<td>Accepted</td>
<td>0.761</td>
<td>0.726</td>
</tr>
<tr>
<td></td>
<td>Rejected</td>
<td>0.819</td>
<td>0.968</td>
</tr>
<tr>
<td></td>
<td>Both</td>
<td>0.790</td>
<td>0.881</td>
</tr>
<tr>
<td>2011</td>
<td>Accepted</td>
<td>0.811</td>
<td>0.755</td>
</tr>
<tr>
<td></td>
<td>Rejected</td>
<td>0.820</td>
<td>0.978</td>
</tr>
<tr>
<td></td>
<td>Both</td>
<td>0.815</td>
<td>0.913</td>
</tr>
<tr>
<td>2012</td>
<td>Accepted</td>
<td>0.762</td>
<td>0.712</td>
</tr>
<tr>
<td></td>
<td>Rejected</td>
<td>0.787</td>
<td>0.971</td>
</tr>
<tr>
<td></td>
<td>Both</td>
<td>0.775</td>
<td>0.881</td>
</tr>
<tr>
<td>All</td>
<td>Accepted</td>
<td>0.772</td>
<td>0.732</td>
</tr>
<tr>
<td></td>
<td>Rejected</td>
<td>0.802</td>
<td>0.969</td>
</tr>
<tr>
<td></td>
<td>Both</td>
<td>0.787</td>
<td>0.891</td>
</tr>
</tbody>
</table>

NB: The model with highest accuracy is highlighted in bold and the one with the smallest error rates was highlighted in italics.

by year, we set up a fixed 1000 sample size for each year, 70% from the accepts and the rejects each as training, 30% of them as testing, taking 50 times resampling with replacement. The reject inference model will be built upon the training sets and then evaluated on the test sets.

3.4. Measurement of model performance

The performance of a model can be measured in many ways, but we can generally evaluate the effectiveness of a model by its classification accuracy and discriminant power. Crook et al. (2007) suggest that the confusion matrix, which compares the number of true goods and bads against the number of predicted goods and bads, is a useful tool to gauge the level of misclassification or classification accuracy. Taking the imbalanced into account, a cut-off that fits the empirical default rate is assigned to probabilities of default predicted by a model, where applicants with default probabilities above the cut-off are classified as ‘bad’ and those with probabilities below the cut-off as ‘good’, represent-
ing a lower chance of default. A typical example of the confusion matrix is shown in Table 4. Note that the typical overall accuracy of the modelling procedure is given by the percentage of goods and bads that the model correctly classifies, denoted as the sum of Correct Goods and Correct Bads divided by Sample Size. Type I errors (true goods classified as bads) and Type II errors (true bads classified as goods) are also reported.

The Receiver Operation Curve (ROC) is a good measure for discriminant power (Crook et al., 2007). The ROC curve is a graph of the true positive rate against the false positive rate at all values of cut-offs. The Area Under ROC (AUC) ranges between 0.5 and 1 is an indicator of how good a model is. If two groups of cases can be completely separated by a model, the ROC curve would go along the edges of the square (AUC equals to 1), whereas if a model performs just as well as a random guess, the curve would be a diagonal line (AUC equals to 0.5).

4. Results

Table 5 shows the summary of accuracy of the three models, respectively for the accepted, the rejected, the good and the bad (Type I & II errors). The rank of overall accuracy from best to worst is SSVM, SVM and Logit, across all years. Aggregated all together, the overall accuracy for SSVM, SVM and Logit is 91.4%, 89.1% and 78.7% respectively. We found that the advantages of SSVM over the other two mainly comes from the accepted applications with true labels, which means that SSVM can make use of the information in the rejected to improve the classification in the accepted. In

![ROC curves](image-url)
fact, for accepted applications all three methods achieved a predictive accuracy ranging between 73% and 86%. On average, SVM and SVM perform equally well in the rejected group and are better than Logit.

In terms of Type I errors where good applicants are predicted as bads, SSVM is consistently better than the other two models across all years, with only 3.4% Type I error rate in all. If we look at the average Type I errors, SVM slightly outperforms SSVM by 1 percentage point and SSVM outperforms Logit by 5 percentage points. It is normally the case that credit scoring models can identify true goods better than true bads. However we find that SSVM in particular has a very low Type II error rate in the rejected group, which indicates that it is unlikely to treat a bad applicant as a good one in the group of applicants the credit grantor turns down. In practice, this helps reduce loss in the business.

For discriminant power between the three models, we calculated their average values of AUC, based on 50 simulations in Table 6. It shows that using SSVM as a reject inference technique is generally better than Logit and SVM. The improvement of AUC from logistic regression to SSVM is evident at all cut-offs, from 0.850 to 0.875 averagely. The SSVM model apparently shows a significant improvement to both traditional classification methods and makes the best use of the position information of unlabelled points.

We randomly extracted the result of one test from the repeated sampling/modelling and drew the ROC curve for three models in Fig. 5. Overall, the curves of SSVM are generally above those of SVM and the curves of SVM are above those of logistic regression, though the margins vary across all years. It is noted that in the years 2009 and 2012, the performance of Logit and SVM is very close, with the difference between them being 0.822 to 0.842 in 2009, and 0.845 to 0.835 in 2012.

Table 6

<table>
<thead>
<tr>
<th>Year</th>
<th>AUC Logit</th>
<th>AUC SVM</th>
<th>AUC SSVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>2009</td>
<td>0.825</td>
<td>0.859</td>
<td>0.872</td>
</tr>
<tr>
<td>2010</td>
<td>0.852</td>
<td>0.883</td>
<td>0.895</td>
</tr>
<tr>
<td>2011</td>
<td>0.881</td>
<td>0.872</td>
<td>0.887</td>
</tr>
<tr>
<td>2012</td>
<td>0.841</td>
<td>0.828</td>
<td>0.845</td>
</tr>
<tr>
<td>Average</td>
<td>0.850</td>
<td>0.861</td>
<td>0.875</td>
</tr>
</tbody>
</table>

NB: The model with highest AUC is highlighted in bold.

5. Concluding remarks

The problem of reject inference has a long history in credit scoring, but so far it has not been adequately resolved. It can be seen as a statistical problem with missing data, given that the repayment behaviours of rejected applicants are unavailable. Depending on the type of missing, i.e. whether it is missing at random or missing not at random, various statistical techniques are used by credit scorers. From another perspective, reject inference can also be considered as a machine learning problem where algorithms learn to use information from the rejected group and optimise the objective gradually. Given the wide applications of machine learning techniques and the rising influence of SVM as an efficient classification algorithm, this paper proposes a semi-supervised SVM, with significant improvement to the previous reject inference methods, as an informative solution to the reject inference problem.

In this study, we have tested the predictive performance on a large sample of online lending data between 2007 and 2012. Compared to logistic regression and supervised SVM without the use of the rejected, the new semi-supervised S3VM built on the accepted and rejected groups shows better performance. Through simulation, we have proved that making use of the rejected applicants’ information is of value in practice. The semi-supervised machine learning method can be used as an effective reject inference technique for credit scoring applications. In future studies, we are also interested in introducing more SVM algorithms such as cS3VM and S3VM light to reject inference.
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