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Some Facts

Source: https://takelessons.com/blog/language-facts-z14 4



Some Facts

Source: https://takelessons.com/blog/language-facts-z14
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Some Facts
● How many facts (from above slides) already 

you knew ?.
● Do you have any interesting facts about 

languages (e.g. Indian languages) to share ?.

Image source: 
https://en.wikipedia.org/wiki/List_of_languages_by_number_of_native_speakers_in_India
#/media/File:Language_region_maps_of_India.svg 6



Multilinguality
● The ethnologue.com website lists over 7000 languages in the world.

The geographical pattern of the major languages of the world. 
Source: https://en.wikipedia.org/wiki/Template:Distribution_of_languages_in_the_world 7

https://www.ethnologue.com


Need for Language Resource
● Wikipedia has texts in 313 languages.
● Natural language technology development 

depends on large numbers of language 
resources (text / speech).

● Lack of language resources affects the 
development of natural language 
technologies.
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Corpus
● Corpus (plural corpora) : A collection of linguistic 

data, either compiled as written texts or as a 
transcription of recorded speech.

● A corpus can be made up of everything from 
newspapers, novels, recipes and radio 
broadcasts to television shows, movies and 
tweets.

● In NLP, a corpus contains text and speech data 
that can be used to train AI and machine learning 
systems.

● Generally, the larger the size of a corpus, the 
better (prioritize quantity over quality).
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Corpus
● High quality data is crucial

○ Accuracy
■ Ensure values and metadata contained within the corpus are accurate 

so the machine learning algorithm can learn to perform a task 
efficiently and effectively.

○ Completeness
■ Ensuring that the data in the corpus doesn’t have any gaps or missing 

information.

○ Timeliness
■ Making sure the corpus is up-to-date and the data remains relevant.

● Clean Data (eliminate any errors or duplicate data)
● Balance 

Source: 
https://www.definedcrowd.com/the-challenge-of-building-corpus-for-nlp-libraries/ 11



Corpus - How to Build ?
● Data Collection

○ Data type
■ Text/Image/Speech/Video

○ Identify source
■ Web, Social Media, Books, Recordings

○ Web scraping 
■ Identify URLs (e.g. language, text, tags)

○ Bots
○ Optical Character Recognition (OCR)
○ Extract data 

■ tools: Python, BeautifulSoup
● Data Processing

○ segmentation, alignment
■ Purnaviram, Hunalign

● Finalization and Release
○ Split train/dev/test set
○ Baseline
○ License
○ Release platform
○ Share/organize shared task

■ WMT, WAT, ICON, etc...

Image source: 
https://medium.com/analytics-vidhya/web-scraping-and-coursera-8db6af45d83f 

Image source: Image source: 
https://medium.com/states-title/using-nlp-bert-to-improve-ocr-accuracy-385c98a
e174c 
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Motivation
Do Visual Context Disambiguates ?
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Multimodal Corpus
● Multi-modal content is gaining popularity in machine translation (MT) 

community due to its appealing chances to improve translation quality.
● It has application in commercial application 

○ Translation of of image captions in online news article
○ Machine translation of e-commerce product listings.

● Although neural machine translation (NMT) models very good for large 
parallel texts, some inputs can remain genuinely ambiguous, especially if 
the input context is limited.

○ Exa: “mouse” in English (source) which can be translated into different words in 
Hindi based on the context (e.g. either a computer mouse or a small rodent)
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Steps (Training and Test)
● The starting point were 31,525 randomly selected images from Visual Genome 
● We translated all 31,525 captions into Hindi using the NMT model (Tensor-to-Tensor)
● We uploaded the image, the source English caption and its Hindi machine translation 

into a “Translation Validation Website” 
● Volunteers post-edited all the Hindi translations.
● We manually verified and finalized the post-edited files to obtain the training and test 

data.
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http://visualgenome.org/
http://ufallab.ms.mff.cuni.cz/~parida/index.html


Steps (Challenge Test set) 

Overall pipeline for ambiguous word finding from input corpus

1. Translate all English captions of visual  Genome (3.15 million 
unique strings) using Google translate.

2. Apply word alignment on the synthetic parallel corpus using 
GIZA++ Wrapper.

3. Extract all pairs of aligned words in the form of a “translation 
dictionary”. Dictionary contains key/value pairs of the English 
word (E) and all its Hindi translations (H1 , H2 , . . . Hn ), E → 
{H1 , H2 , . . . Hn }.

4. Train Hindi word2vec (W2V) word embeddings. We used the 
gensim implementation and trained it on IITB Hindi 
Monolingual Corpus which contains about 45 million Hindi 
sentences.

5. For each English word from the translation dictionary, get all 
Hindi translation words and their embeddings.

6. Apply K-means clustering algorithm to the embedded Hindi 
words to organize them according to their word similarity.

7. Evaluate the obtained clusters with the Silhouette Score, 
Davies-Bouldin Index (DBI), and Calinski-Harbaz Index (CHI).

8. Sort the list in descending order to get the most ambiguous 
words.

9. Manually check the list and extract the most ambiguous
English words.

17



Challenge Test set

Challenge test set: ambiguous words Sample Challenge Test set machine translation output (ENHI Multimodal Task, WAT 2019) 
System description paper: Idiap NMT System for WAT 2019Multi-Modal Translation Task 18



Availability

https://ufal.mff.cuni.cz/hindi-visual-genome

Hindi Visual Genome 1.0 Hindi Visual Genome 1.1

Used in WAT 2019 Used in WAT 2020,
Using in WAT2021
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https://ufal.mff.cuni.cz/hindi-visual-genome
https://lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-2997
https://lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-3267


WAT 2019 ENHI Multimodal Task
● English→Hindi multimodal translation task is based on the first 

English-Hindi multi-modal corpus (Hindi Visual Genome, HVG in short).
● Multi-modal task is introduced first time in WAT 2019.

An illustration of two meanings of the word “penalty” exemplified with two 
images (Hindi Visual Genome) 20

https://ufal.mff.cuni.cz/hindi-visual-genome/wat-2019-multimodal-task


Dataset

Data for the English→Hindi multi-modal translation task. One item 
consists of source English sentence, target Hindi sentence, and a 
rectangular region within an image. The total number of English and 
Hindi tokens in the dataset also listed. The abbreviations EV and CH are 
used in the official task names in WAT scoring tables.

Source Text : Man stand of skateboard
Reference    : आदमी स्केटबोडर्ड पर खड़ा है 

Illustration of an item
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Tracks
● Text-Only Translation (labeled “TEXT” in WAT official tables) : The task 

is to translate short English captions (text) into Hindi. No visual 
information can be used.  ( need to be specified other resources if used in 
the corresponding system description paper).

● Hindi Captioning (labeled “HI”): The task is generate captions in Hindi 
for the given rectangular region in an input image.

● Multi-Modal Translation: (labeled “MM”): Given an image, a rectangular 
region in it and an English caption for the rectangular region, the task is to  
translate the English text into Hindi. Both textual and visual information 
can be used.

22



Results (Manual Evaluation)
● Manual Evaluation follow Direct Assessment (DA) technique by asking 

annotator to assign 0-100 for each candidate.
● Collected DA scores averaged for each system and track (denoted “Ave”).
● Standardized per annotator and then averaged (denoted “Ave Z”). 

○ Scores are scaled, so average score of each annotator is 0 and standard deviation is 1.  

Manual evaluation of text-only translation. 23

http://ufallab.ms.mff.cuni.cz/~parida/watindex.html


Results (Manual Evaluation)

Manual evaluation of Hindi captioning. Manual evaluation of multi-modal translation. 24



Results (Manual Evaluation)

Manual evaluation result for WAT Multi-Modal Tasks. 25



HVG Validation
● One of the participant team spotted few error in the HVG dataset.
● We made use of the manual annotations to validate English sources in 

HVG.

Appropriateness of source English captions in the 4032 assessments 
collected for the multi-modal track.
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Results (WAT2020)

Manual evaluation result for WAT2020 Multi-Modal Tasks. 27



Results (WAT2020)

Sample Challenge Test set machine translation output (ENHI Multimodal Task, WAT 2020) 
System description paper: ODIANLP’s Participation in WAT2020
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Malayalam Visual Genome (MVG)

https://ufal.mff.cuni.cz/malayalam-visual-genome

Malayalam Visual Genome 1.0

Using in WAT2021

● Malayalam Visual Genome (MVG) 
has the similar goal as HVG for 
Malayalam language.

● MVG is a multimodal dataset 
consisting of text and images.

● First Multi-modal dataset in 
Malayalam for multimodal 
translation and image captioning 
tasks.

● MVG contains 29K segments for 
training, 1K and 1.6K segments 
are provided in development and 
test sets, and additional challenge 
test set consists of 1.4K 
segments.  

● Prepared by the native speakers 
postediting. 30

https://ufal.mff.cuni.cz/malayalam-visual-genome
http://hdl.handle.net/11234/1-3533
https://lotus.kuee.kyoto-u.ac.jp/WAT/WAT2021/index.html
http://ufallab.ms.mff.cuni.cz/~parida/mvg_index.html


Malayalam Visual Genome (MVG)
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Conclusion and Possible Research Direction
● Findings

○ Text-only system with larger data outperformed multi-modal systems.
○ It has been observed that in many instances image helps to resolve ambiguities.

● Research direction
○ Do you think image can helps disambiguation ?. Verify where the machine translation 

system fails for the Indian languages. Try to to analyze how to resolve this issue. Can 
you able to generate a challenging test set for this ?. 

○ Can we generate better captions using (HVG/MVG) utilizing the regions ?.
○ How to utilize different modalities (text, image, speech) for corpus development ?.

● Going forward…
○ Building Multilingual Multimodal Corpus. 
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Q&A
Contact information:

● Email: shantipriya.parida@idiap.ch 
● Twitter: @Shantipriyapar3
● Web : https://www.idiap.ch/~sparida/
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Resource
● OdiEnCorp 2.0 (Odia-English parallel corpus)
● OdiEnCorp 1.0 (Odia-English parallel and Odia monolingual corpus)
● Hindi Visual Genome 1.0 (English to Hindi Multimodal dataset)
● Hindi Visual Genome 1.1 (English to Hindi Multimodal dataset)
● Malayalam Visual Genome 1.0 (English to Malayalam Multimodal dataset)
● English->Hindi Machine Translation System
● Odia-NLP-Resource-Catalog (A catalog for Odia language NLP resources)

Note: The released corpora are available freely for non-commercial research purpose

36

http://hdl.handle.net/11234/1-3211
http://hdl.handle.net/11234/1-2879
https://lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-2997
https://lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-3267
http://hdl.handle.net/11234/1-3533
https://lindat.mff.cuni.cz/services/transformer/
https://github.com/shantipriyap/Odia-NLP-Resource-Catalog


Thanks to all of our collaborators

Dr. Shantipriya Parida
Idiap Research Institute, Switzerland

Assoc. Prof. Ondřej Bojar 
Charles University, Czech Republic

Assoc. Prof. Satya Ranjan Dash
KIIT University, India

We are indebted to the researchers and volunteers associated with the corpora development and special thanks to 
the WAT shared task participants and researchers using our corpora and providing feedback for improvements.



Thank You


